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## Notation

- alphabet $\{0,1\}$
- (right) infinite word $s=s_{0} s_{1} s_{2} \cdots$
- finite word $w=w_{0} w_{1} \cdots w_{n-1} w_{n}$, length $n+1$
- fractional part of $x \in \mathbb{R}$ is $\{\{x\}\}=x-\lfloor x\rfloor$.


## Complexity Functions

- factor complexity $\mathcal{C}_{\boldsymbol{u}}(n+1)=\#$ of "subword" factors

$$
\mathcal{L}_{\boldsymbol{u}}(n+1)=\left\{u_{k} u_{k+1} u_{k+2} \cdots u_{k+n} \mid k \geq 0\right\}
$$

## Example: factors and arit. factors of $\boldsymbol{u}=(01)^{\omega}$
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We prove only upper bound (lower bound as well by Frid).
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- face of arrangement $\mathcal{D}_{\alpha}(n)$ defines arithmetic factor in $\mathcal{A}_{\alpha}(n+1)$
- it follows: $\quad \mathcal{C}_{\alpha}^{a r}(n+1) \leq \#$ faces of $\mathcal{D}_{\alpha}(n)$
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## Remarks

(1) The upper bound is independent of $\alpha$.
(2) Both lower and upper bound is $\sim n^{3}$ (upper is 10.58 larger).
(3) The upper bound is satisfied for larger set of words than Sturmian:

$$
\boldsymbol{s}_{\alpha}(\beta, \rho), \quad \beta \notin \mathbb{Q}, \quad s_{k}= \begin{cases}1 & \text { if }\{(k+1) \beta+\rho\}<\alpha, \\ 0 & \text { otherwise }\end{cases}
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(4) Can be generalized to 3iet with permutation $0 \rightarrow 1,1 \rightarrow 2,2 \rightarrow 0$.
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